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A little bit about DynamoDB



Is DynamoDB good?

https://aws.amazon.com/blogs/aws/amazon-prime-day-2020-powered
-by-aws/
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A high-traffic Postgres example

GitLab.com spikes to >300K Postgres tx/s on a single cluster:

https://about.gitlab.com/blog/2020/09/11/gitlab-pg-upgrade/

https://about.gitlab.com
https://about.gitlab.com/blog/2020/09/11/gitlab-pg-upgrade/


DynamoDB is a building block, too

https://aws.amazon.com/message/5467D2/

https://aws.amazon.com/message/5467D2/


What is DynamoDB

● A scale-out, NoSQL database
● Key-Value:

○ Key: a simple or composite PK
○ Value: a JSON blob

● Consistent performance at any scale: single-digit ms queries
● Severless
● Pay-per-use

○ WCUs, RCUs
○ Storage, data transfer



What makes DynamoDB so successful

● Yeah, that it’s serverless.
● Yeah, that it scales without limits.
● But in reality, what makes DynamoDB unique is:

Consistent and low latency at any scale. Below 10ms
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What makes DynamoDB so special

● Yeah, that it’s serverless.
● Yeah, that it scales without limits.
● But in reality, what makes DynamoDB unique is:

Consistent and low latency at any scale. Below 10ms

● What, 10ms???? My Postgres answers queries in less than 1ms!
● At any scale?
● Consistently? What are your p99 response times?



DynamoDB Data Model



DynamoDB Sharding Logic



DynamoDB (simplified) Request Routing



DynamoDB (relevant) Operations

● Single-value, single-partition operations:
○ PutItem, DeleteItem, GetItem, UpdateItem
○ Compute hash of partition key, go to shard, operate on value

● Multiple-value, single-partition operations:
○ Query. Reads values with the same hash, sorted by sort key

● Multiple-value, multiple-partition operations:
○ Scan
○ Supports (server assisted) parallelism

● Multiple-value operations: max 1MB results, provides pagination 
mechanisms, filtering (still consumes RCUs!)



DynamoDB (missing?) Operations

● No joins
● No aggregations
● No advanced queries (windows, subqueries…)

Why??

By design. To keep latency single-digit ms.



DynamoDB Scaling
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Can Postgres scale like 
DynamoDB?



Option #1. Coordinator model: Citus



Citus limitations for DynamoDB scale

● Single controller
○ Controller has a bit of state (metadata + local tables)
○ It’s possible to have multiple (with replication among them), but 

is not mainstream
○ Don’t use local tables

● Main reason: processing time in the controller is not guaranteed 
to scale like DynamoDB. Complex queries and scatter-gather 
communication with shards are an anti-pattern in DynamoDB 
model.



Option #2. Coordinator model: postgres_fdw



postgres_fdw limitations for DynamoDB scale

● postgres_fdw limitations
○ Doesn’t push down all the clauses
○ When talking to multiple shards, it works serially
○ Requires connection pooling

● Main reason: processing time in the controller is not guaranteed 
to scale like DynamoDB. Complex queries and scatter-gather 
communication with shards are an anti-pattern in DynamoDB 
model.



Application-based sharding

● Noted that the main reason for not achieving DynamoDB scale with 
either Citus or postgres_fdw is essentially the same?

● Processing time in the coordinator and complexity of allowed 
operations violate DynamoDB’s main promise: single-digit ms 
response times.

● What’s the alternative then?
● Application-based sharding.
● Involving the client or application in the sharding process, sending 

the queries directly to the appropriate shard.
● Except for scan, all operations are single-shard (single partition)



Postgres application-based sharding



Possible table structure

      Table "public.pglikedy_simple"
┌─────────┬────────┬───────────┬──────────┬─────────┐
│ Column  │  Type  │ Collation │ Nullable │ Default │
├─────────┼────────┼───────────┼──────────┼─────────┤
│ hash    │ bigint │           │ not null │         │
│ content │ jsonb  │           │ not null │         │
└─────────┴────────┴───────────┴──────────┴─────────┘
Indexes:

"pglikedy_simple_hash_key" UNIQUE CONSTRAINT, btree (hash)
"pglikedy_simple_pk" UNIQUE, btree ((content -> 'partitionKey'::text))

      Table "public.pglikedy_composite"
┌─────────┬────────┬───────────┬──────────┬─────────┐
│ Column  │  Type  │ Collation │ Nullable │ Default │
├─────────┼────────┼───────────┼──────────┼─────────┤
│ hash    │ bigint │           │ not null │         │
│ content │ jsonb  │           │ not null │         │
└─────────┴────────┴───────────┴──────────┴─────────┘
Indexes:

"pglikedy_composite_pk" UNIQUE, btree ((content -> 'partitionKey'::text), 
(content -> 'sortKey'::text))



Would it scale like DynamoDB?

● Scaling is essentially linear with the number of shards (partitions)
● Almost all (permitted) operations are single-partition, and the 

issuer knows which partition to be directed to:
hash(primaryKey) -> partition

● Scan is essentially a composition of Query commands, potentially 
out-of-order.

● Architecture is complex, needing request routers, metadata servers 
for partition -> server placement, re-sharding…

● But would allow, theoretically,
Postgres to scale like DynamoDB!



Because, after all...



DynamoDB is “just” an HTTP application backed by 
MySQL!

https://news.ycombinator.com/item?id=13173927

https://news.ycombinator.com/item?id=13173927


Stay tuned.
Coming soon….
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Postgres scaling like DynamoDB benchmark!

Follow @ahachete

https://twitter.com/ahachete


Questions?


